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Abstract

Preterm infants require continuous monitoring prior to
discharge from neonatal intensive care units (NICU). Con-
ditions such as icterus and sepsis are life-threatening and
may cause long-term consequences for this population.
The deployment of an AI-based clinical decision support
system (CDSS) facilitating early prediction, diagnosis, and
intervention in the NICU setting is challenging yet promis-
ing. The objective of this work is to design, implement,
deploy, and technically evaluate a CDSS that integrates
quasi-real-time signal processing chains and AI models on
the edge in a clinical context.

The proposed system consisting of data transmission,
pseudonymization, data fusion, processing, and inference
was deployed at the University Hospital of Rennes in Jan
2023. During the first six months of deployment, the ser-
vice continuously received monitoring signal data from
138 neonates, processing live data and generating biliru-
bin level estimations at a temporal resolution of 15 min-
utes. Results on the stability and robustness of the service
are presented. To our knowledge, this is the first descrip-
tion of a multi-source, on-the-edge CDSS deployed in a
NICU scenario for patient-specific early detection of high-
risk events. This proof-of-concept is particularly encour-
aging and further prospective evaluations on clinical per-
formance are warranted.

1. Introduction

Neonates, especially preterm infants who are born be-
fore a gestational age (GA) of 37 weeks, are highly
vulnerable, requiring continuous monitoring prior to dis-
charge from neonatal intensive care units (NICU). Condi-
tions such as icterus, apnea, bradycardia, and sepsis pose
life-threatening challenges with potential long-term conse-
quences for this population. Although difficult to identify,
these pathologies could greatly benefit from early predic-
tion and intervention [1, 2].

In recent decades, clinical decision support systems

(CDSS) have emerged as valuable technologies for man-
aging complex medical conditions. A range of CDSS ap-
plications are focused in neonatal care, including the man-
agement of hyperbilirubinemia, medication, nutrition opti-
mization, and risk estimation for morbidity, mortality, and
sepsis [3], such as Artemis [4], Baby Steps [5], Etiometry
[6, 7] and iNICU [8, 9]. With the progress in research and
the evolution of technical resources within NICUs, estab-
lishing an AI-based clinical decision support system that
facilitates early intervention for preterm neonates is chal-
lenging yet promising.

Furthermore, the development and deployment of on-
the-edge CDSS integrated into hospitals and ICUs gained
increasing attention. Given the surge in medical data, re-
source limitations, and the need for real-time, low-latency,
and bandwidth-efficient processing, working on the edge
is becoming an original and appealing direction.

The objective of this work is to design, implement, de-
ploy, and technically evaluate a CDSS integrating signal
processing and machine learning inference models, al-
lowing for quasi-real-time processing and fusion of high-
resolution monitoring time series and hospital information
system (HIS) data. As a pilot use case, data from 138
neonates born in the first six months of 2023 in an autho-
rized NICU of Rennes University Hospital (CHU) were
processed, and the technical performance of the system in
terms of stability and resource consumption was quantita-
tively evaluated.

2. Methods

2.1. System architecture

As illustrated in Fig. 1, the proposed on-the-edge CDSS
architecture consists of three main components: 1) NICU
monitors connected to Philips’ Data Warehouse Connect
(DWC), 2) Electronic Health Records (EHR) system ac-
quiring data from other devices and the HIS and 3) a vir-
tual machine (VM) deployed into a restricted network for
holding our CDSS.

The flow of data goes with two parallel pathways (blue
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Figure 1: Architecture of the proposed on-the-edge system for quasi-real-time clinical decision support in NICU.

and yellow arrows in Fig. 1). On one hand, high-resolution
time series continuously monitored by bedside monitors as
well as the structured data (such as instant heart rates, an-
notations, alerts, etc.) computed by the monitors’ built-
in algorithms are stored at the DWC server. A Philips-
implemented custom SQL agent is configured to automati-
cally export the data between the last 20 minutes to the last
5 minutes, by every 15 minutes. On the other hand, clin-
ical metadata including demographics and laboratory test
results from other devices and HIS, stored at the EHR, are
selectively exported every 10 minutes. Both branches per-
form data pseudonymization with a common ID and then
copy current data segments to a shared mount point (IN).

The processing unit is activated on a first-in-first-out
(FIFO) basis once a new batch of data segments arrives
at the IN (i.e., 15 minutes). The processed data segments
are erased to free up storage before the output is written to
another shared point (OUT) at the end of the workflow.

2.2. Core processing unit

Fig. 2 shows the system’s core processing engine com-
prising data fusion, processing, and model inference, with
two mount points as input and output, i.e., IN and OUT.

First, data from two sources (DWC and EHR) are fused
by ID matching and time synchronization steps, once the
current data segment successfully passes the readiness
check, it will proceed to the next module. Next comes
the signal processing pipeline that transforms multi-source
structured data into clinically relevant features. In this first
version of deployment, instead of detecting each cardiac
beat (QRS complexes) from the acquired ECG, such as

performed in our previous works [10], we directly exploit
the instantaneous heart rates generated by the monitors to
construct the RR series. For RR correction, a multi-step
approach of logic rules based on pathology and rhythm
correction is then applied to the RR time series to au-
tomatically reject or correct possible artifacts and errors.
Then alterations over time of the mean and variance of
the corrected series are estimated and signal stationarity
is analyzed [11]. Afterward, a set of heart rate variabil-
ity (HRV) [12] describing cardiovascular functions modu-
lated by the autonomic nervous system are extracted from
the segments, including eight time-domain features [mean;
median; SD; RMSSD; skewness; kurtosis; deceleration ca-
pacity and acceleration capacity], five frequency-domain
features [power in the low-frequency spectral band (LF,
0.02-0.2 Hz); normalized LF, LFnu; power in the high-
frequency band (HF, 0.2-2 Hz); normalized HF, HFnu; and
LF/HF ratio]. In addition, we also utilized five features
from nonlinear analyses including SD1 and SD2 from the
Poincaré plot, sample entropy, and the detrended fluctua-
tion analysis (α1 and α2).

The final block is carried out by a previously trained ML
estimator, which is activated in inference mode to make
predictions as a plug-and-play plug-in in the PICKLE for-
mat, allowing for easy generalization of the tool to other
inference applications.

It is worth mentioning that we configured additional data
quality validation along the processing chain, which could
guarantee a high signal-to-noise ratio and reliability of
data analyzed from such complex and heterogeneous data
sources in the context of long-term monitoring in NICU.
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Figure 2: Diagram of the core data processing unit.

3. Results

The proposed system was successfully deployed and im-
plemented at Rennes University Hospital in January 2023.
To date, the service has been running continuously for sev-
eral months, constantly receiving data from a total of 138
authorized neonates [GA (median, IQR): 35.5 (30.3; 39.4)
weeks; Birth Weight (median, IQR): 2240 (1341; 3211)
grams] born between the first six months of 2023 during
their stay in NICU. As a first use case, we embedded a
baseline random forest regressor trained for bilirubin level
estimation as the inference model, and the system pro-
cesses live data and then generates estimations for each
baby with a time resolution of 15 minutes while minimiz-
ing computation time and memory usage.

Table 1: System technical performance.

Memory Execution System
Usage∗ Time† Latency†

Max. 206.4 MB 5.56 s 29.4 min
Min. 168.5 MB 0.04 s 20.1 min

Mean 187.0 MB 2.36 s 26.5 min
Std. 8.84 MB 0.45 s 1.95 min

Median 187.5 MB 2.40 s 26.8 min

∗Statistics are calculated from June 9, 2023 to June 19, 2023.
†Statistics are calculated for the 24 hours from the noon of June 18, 2023
to the noon of June 19, 2023.

Table 1 summarizes the technical performance of the
system measured in given periods, in terms of memory us-
age, execution time, and system latency. As shown, the
proposed VM-based system has a low memory footprint,
using merely 187.0±8.84 MB of memory during execution.

Execution time refers to the time it takes for one pa-
tient’s qualified data segment to completely undergo quasi-
real-time processing, starting with the arrival of required
files at the IN, going through the processing chain, out-
putting the results, and then being released. During the 24
hours counted, a total of 3293 data segments were qualified
and the mean execution time is 2.36±0.45 seconds.

System latency consists of acquisition delay (the time

required to enter data from the monitors to the DWC
database), database query delay (inherent 20 minutes due
to SQL agent configuration), transmission delay (from the
DWC database to the IN mount point), processing delay
(execution time), and waiting time (the time that data waits
for resources in the system to be processed or responded
to). The minimum overall latency in the considered period
is 20.1 minutes, indicating the possibility of the whole pro-
cessing being finalized immediately after the data arrival.

Fig. 3 visualizes the execution time and latency over a
24-hour time span, where the x-axis is the timeline divided
into every 15 min and the y-axis is the response time in
seconds for one single data batch. Generally, the majority
of data segments that are output to the OUT (red scatter
points) exhibit processing times ranging from 2 to 3 sec-
onds. Observing the timeline, data arrives every 15 min-
utes, and each batch of data transmission and processing
is typically concluded within five minutes. This indicates
that the system possesses sufficient capacity to achieve
higher concurrency and throughput to accommodate more
resource-intensive processing tasks.

4. Discussion

To our knowledge, this is the first description of a multi-
source, on-the-edge CDSS deployed in a NICU scenario.
The quantitative technical performance estimations of this
prototype show the feasibility of the deployment and real-
time execution of the proposed architecture in a hospital.
The proposed VM-based architecture highlights the fea-
tures of usability, adaptability, and scalability, as well as
its ability to be implemented effectively. In addition, the
pipeline can be easily generalized by replacing the “.pkl”
object model for inference. Integration of our previously
published signal processing chains and ML models in this
field [13] can be performed in this way.

The main limitation of the proposed system is related
to the inference model embedded in the current version,
which was trained by data from another project without
fine-tuning. The evaluation of the generalization of this
model to this particular application has not yet been per-
formed. Further prospective evaluations on clinical per-
formance are thus warranted (protocol currently running).
Besides, alert and intervention mechanisms can be added,
by finalizing the close-loop from OUT to HIS, such as
advising phototherapy when estimated bilirubin levels ex-
ceed a quantitative threshold for a given postnatal age.

5. Conclusion

The proposed system consisting of data transmission,
pseudonymization, data fusion, processing and inference
was deployed at the University Hospital of Rennes in Jan
2023. The technical performance of the system in terms
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Figure 3: Visualization of execution time and system latency.

of stability and resource consumption has been quantita-
tively evaluated and a robust and satisfactory configura-
tion was obtained. This proof-of-concept is a solid first
step to initiate concrete on-the-edge clinical applications in
the proposed platform, which can accommodate AI meth-
ods for patient-specific early detection of high-risk events
by exploiting the dynamical properties of multivariate and
multi-source longitudinal health data.
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